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Previous Work

 Many important scientific applications create  "Log-structured Files for Fast Checkpointing"”
checkpoints using small, strided, concurrent writes to a e CMU students modified a parallel filesystem (PVFS2) to
shared file (N-1 checkpointing) write shared files in a log representation

 Filesystems perform best on non-concurrent sequential * Required server modification
workloads, such as N-N checkpointing e Only works with one filesystem

 Small-strided writes to a shared file often suffer from * All writes are appended so no seeks, but clients still
seeks and false sharing concurrently access a single file

 Unfortunately, we can't change the applications, but we
can modify our filesystems S 50 100

pwrite(file, buffer[100], 50, 100);
pwrite(file, buffer, 50, 0);
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Layout of a PLFS Container

e A rO.ECt develo in a files stem Ievel im rovement to Each process writes its data to PLFS in a strided N-1 pattern
proj y

N-1 checkpointing, led by John Bent (LANL) @ | | @ | @ |
* FUSE based filesystem mounted on top of any existing T
parallel filesystem on clients

Application logical view matches PLFS virtual view

* Decouples a concurrent N-1 checkpoint into a

PLEFS
non-concurrent N-N checkpoint w
 Redirects strided writes from multiple processes
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accessing a single file to sequential writes to data logs

&

and index files data.131
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PLFS writes the file as multiple log files within a container on the backing filesystem
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PLFS Speedup FutureWork

e 2x — 150x speedups for important HPC applications at » Metadata optimizations
LANL scale! * Read path optimizations
1000 —— . . . . . —  Currently can perform poorly if read and write access
| patterns differ
N 150X -  Metadata servers could keep in-memory maps of the
22 100 | indices
e * Specialization for patterns other than N-1
(% | * PLFS-like approaches to distribute directories on
0% filesystems that store each on a single metadata server
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