Security 
HECIWG FSIO 2005

In the 2005 workshop, the topic of security was recognized as one of growing importance with several areas needing attention.  The bulk of these issues were recognized to relate to security usability, functionality, and overhead.

· Long-term key management is an area in security that needs research and offers opportunities in industry.  

· Security systems must be able to handle authentication and authorization issues in a completely distributed world, often with hundreds of thousands of entities needing protection

· End-to-end encryption needs a robust, accepted application program interface that enables all data on the storage service and moving across the network to reside and move in encrypted form.  Such an interface would provide for the encryption and decryption of data within the client-side operating system.

· In the area of performance overhead, security within file systems and I/O comes at a price.  There will always be an overhead associated with providing security, of course, but given the massive scale that HEC environments represent, as well as geographically-dispersed HEC sites, building security solutions that have acceptable overhead is a difficult, but important, task.  .

HEC FSIO 2007

Identified Gaps

· Tracking the path of information as it flows through the system

· Additional research into long-term key/algorithm management issues 

· Impact of security overhead on performance and scalability

Provinence, destruction, mark data for scheduled destruction, 

Storage systems support for data privacy

Forensics and audiability - how it has been processed over time

Any optimizations encryption at the system level - root liability

HEC high performance crypto etc.
Architecture to find a way that the HEC apps guy doesn’t have to do extra stuff for security - an issue for correctness

Archive

HECIWG FSIO 2005 Problem Definition

The 2005 workshop identified I/O and file system areas of particular concern to high-performance archives supporting HEC systems.  The scale and longevity of data in HEC archives adds some particular slants to these research areas:

· The complicating factors of RAS at the very large scale are a foremost concern for deep archives on disk.

· Long-lived archives experience extremes in namespace size, making efficient storage, management, and retrieval of file system metadata imperative and research into new namespace technologies attractive.  

· The longevity of archive files makes more imperative the ability to set and enforce policy to manage the data.  Policy is also important in the lifecycle movement of data among layers in the archive hierarchy.

· The X/DSM POSIX file system interface for offline data is more than ten years old; modern, high-performance archives call for a new generation replacement.

· Long-term archives must contend with migration to new generations of hardware; emerging technologies such as object-based storage architectures may be particularly well suited for optimizing such movement and for enabling larger scale parallelism in the archive system.

2005-2006 Progress

Several awards focused on research with significant foci on metadata and scaling, including: 

· Scalable, adaptive metadata management contending with access patterns, load balancing and caching in parallel and distributed filesystem environments [Jiang]

· Investigating active caching, buffering, communication, and autonomics in support of scalable metadata operations, improvements in handling small unaligned data accesses, and auto-configuration [Ligon]

· Exploring parallel versions of new methods that show promise for significant performance increases in indexing and scanning (meta)data [Bender]

Many other research awards included aspects that are central to current and future concerns for archive.  Support for scalable archive metadata operations would be encompassed in the exploration of the suitability of object based storage for parallel file systems [Wyckoff].   Offline techniques for deriving metadata [Maccabe] and support for filtering and other active functions “in the data path” [Maccabe, Wycoff, Reddy] could be used for data “scrubbing”, extraction, and transformation or conversion to new archive formats.

In addition, the collaborative and education opportunities provided by the two SCIDAC2 I/O projects [Gibson, Shoshani] and the LANL//UCSC educational institute on scientific data management will advance areas of interest to archive as will the efforts on HEC extensions to POSIX standards.

HECIWG FSIO 2006 
Identified Gaps

· Standardizing archive attributes and automated generation of archive attributes
· POSIX Standards for archive interfaces
· Standardized VFS layer for archive
· Alternative access methods involving indexing
· Long term disk device reliability
· Commercial parallel archives
· Managing versioning in archives
