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Problem: I/O Performance
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The Fresh Breeze Memory Model
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Storage System Architecture
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. * Each TU has an SRAM (4k x 64-bit = 32kB).
I B I\/I CyC I O pS 64 C h I p » Each ICache is shared by 5 C64 Processors.

* One Crossbar port is shared by 4 ICaches.
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Delaware Enhanced Emulation Platform
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System for Emulation
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Fresh Breeze Emulation
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Emulation Scheme
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The Dot Product
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Spawn and Join
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Spawn — Join Programming

void DotProd ( a, b ) {
jJoin_init (16, Accumulate () );
for (1 =0; 1 < 16; 1+t+)
spawn_one ( 1, DotProd ( aJi1], b[1] )
quit ;
+

void Accumullate ( ) {
handle = join_fetch ();
sum = 0O;
for (J =05 J <165 j++ )
sum += handle []}];
join_update ( sum );
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Task load distribution of parallel dot
product program on FB-EXM
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Hit Ratio (%)
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Fortunately, a high hit ratio is not 4,
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The Growth of Excess Task (40 EUs)
25000 - The excess task is defined as task
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How to manage excess tasks efficiently will become an important issue when Fresh
Breeze principles are applied to a larger scale of massively parallel system
How to organize the task defer operation in a hierarchical, locality-aware way
How to integrate the factor of data locality into task stealing



Further Work

Extrapolate results to hardware speeds.

Test Matrix Multiply, which offers significant data reuse.
Model a Three-Level Storage System including SSD (flash).
Task distribution to improve data locality.

FunJava Compiler: DFG transformations and code generation.

Benchmark applications for testing and evaluation.
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