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ABSTRACT 
The purpose of this study is to identify a means to supplement a surgeon’s tactile and auditory senses by 
monitoring the insertion of a tapered cementless femoral component and to identify features that indicate when 
the femoral component is optimally seated prior to intraoperative fracture from further impacts.   This work is 
motivated by anecdotal evidence of an increase in fractures associated with the insertion of the component when 
using emerging minimally invasive surgical techniques.  In this study, human cadaveric specimen femurs were 
prepared for a cementless femoral component by an orthopedic surgeon using standard implant-specific 
instrumentation.  The femoral component was instrumented with accelerometers and acceleration data was 
obtained as the femoral component was being impacted.  Acoustic measurements were also taken during 
impaction using a microphone.   The experimental setup and protocol are explained.  Results from the cadaveric 
femur testing are presented.  Several signal processing techniques are discussed that were implemented to look 
for features in the data that were functions of the distance to seating.  The signal processing techniques were 
applied to the data from this study as well as to data from a previous replicate composite femur study. 
 
 
1. Introduction 
According to the Arthritis Foundation, arthritis is the most prevalent chronic health condition and the most reported 
cause of disability in the United States [1].  The most pervasive form of arthritis is osteoarthritis, a degenerative 
joint disease in which the cartilage that covers the ends of bones deteriorates causing loss of movement and pain 
as the bones of the joint begin to rub against each other [1].  Severely damaged osteoarthritic hip joints may be 
replaced by total hip arthroplasty.  Over 200,000 hip replacements are performed each year in the United States 
[2].  Hip arthroplasty is performed by seating either a cemented or uncemented femoral component into the femur.  
During cemented hip arthroplasty, an area larger than the prosthesis is reamed out using rasps in the proximal 
femur and the implant is attached to the bone with bone cement.  Uncemented hip arthroplasty is more common 
in the United States.  The uncemented surgery relies on residual stresses in the bone to hold the prosthesis.  
After the femur is reamed out, the femoral component is seated in the bone using an impactor handle and mallet.  
The surgeon determines proper seating of the femoral component.  Surgeons rely on tactile senses including the 
motion of the prosthesis and the change in pitch emitted while striking the mallet to assess proper seating of the 
implant [3].  In the late 1990s, the practice of minimally invasive hip replacement surgery became widespread in 
the United States [4].  Minimally invasive hip arthroplasty is generally categorized by an incision between 6 cm 
and 10 cm [4].  Due to the reduction in trauma during minimally invasive surgery, intraoperative blood loss, patient 
recovery time, and rehabilitation time have all been improved [2].  Studies of uncemented total hip arthroplasties 
have documented a wide range of interoperative fracture occurrence.  These studies have documented fracture 
occurrence anywhere from 4% to 28% [5], [6], [7].  Anecdotal evidence suggests the increase in interoperative 
fractures are a result of the reduction in incision size and the subsequent reduction of tactile and auditory 
feedback to the surgeon [4]. 
 



 

This study is motivated by a desire to decrease the rate of femoral fracture during total hip arthroplasty while 
limiting micromotion in uncemented minimally invasive total hip arthroplasty.  In order to accomplish this goal, the 
surgeon must have a quantifiable way of determining when the femoral prosthesis is properly seated so that the 
prosthesis is neither over- nor under-impacted.  During total hip arthroplasty it is imperative for the prosthesis to 
be impacted fully into the proximal femur.  This impaction produces a press fit, introducing enough residual stress 
to hold the stem in place, which reduces micromotion and allows bone in growth.  However, the bone must not be 
over impacted as this may cause femoral fracture as a result of exceeding the maximum hoop stress of the bone.  
This is a large problem as any unrecognized fractures that occur during surgery can allow movement of the 
prosthesis during recovery. This motion may prohibit in growth of bone into the prosthesis as well as contribute to 
propagation of the fracture [8].  Because of these problems, it is clear that it is very important to determine when 
the femoral stem is properly seated. 
 
Surgeons who are less experienced with this procedure have a higher tendency for over/under and inconsistent 
impaction of the femoral stem as studies suggest that operative experience greatly reduces the amount of 
intraoperative fractures [9]. This problem is only exacerbated by the current trend towards minimally invasive 
surgery which offers the surgeon reduced visibility and tactile feedback.  The implantation process is envisioned 
to be eventually aided by a commercially available real time dynamic seating indicator with fully removable 
sensing hardware. 
 
2. Background 
Extensive research has been conducted to characterize the intraoperative fracture phenomenon associated with 
hip arthroplasty.  Many cadaver studies have been performed to characterize the stress associated with 
prosthesis seating in the femur using strain gages mounted on harvested and prepared femurs [3], [5], [6], [7].  
The majority of strain research focuses on the quantification of hoop stresses [3], [5], [6], [7]. Herwurm, et. al. [7] 
found that the most common location for fracture during implant seating was near the calcar femorale.  Zhou, 
Walker and Robertson [10] measured the strains associated with uncemented prosthesis insertion pre and post 
operatively using a photoelastic coating method to generate continuous strain data.  Herzwurm [7] also 
investigated the feasibility of preventative femoral broach insertion during initial implant to increase hoop stress 
resistance.  Cerclage cables are generally the technique used in femur fracture repair. 
 
More recently, vibration-based methods of femur implant seating detection have been tested using 
accelerometers with impact hammer excitation during simulated femoral prosthesis impaction [3], [8].  Giardini et. 
al. [3], [8] collected acceleration data on various test structures used to model hip arthroplasty.  Giardini’s [8] data 
showed a shifting frequency as the implant became seated in the test structure, indicating a potential metric.  
Giardini’s  research shows a potential application of vibration-based analysis on femoral implant detection.  Other 
research includes Abou-Trabi et. al. [12], in which five replicate composite femurs were impacted.  Acceleration 
data and impedance measurements with a PZT patch were taken.  Abou-Trabi found promising metrics to show 
insertion depth and seating of the implant as a function of hit number.  That replicate composite study 
recommended that human bone and more realistic boundary conditions be used in future work.  In Elias’s strain 
research [6] they found that the variability of the bones had more of an impact on the strain distribution than the 
implantation technique.  These previous studies suggest that testing on human cadavers must be conducted to 
validate the vibration-based research, because of the material property inconsistencies between human femurs 
and the difficultly in modeling surrounding tissues. 
 
3. Experimental Setup and Procedure 
Cadaveric specimens were obtained through the University of California San Diego (UCSD) and were prepared 
for femoral implant insertion by a surgeon.  Institute review of the cadaveric study was accomplished and 
subsequently approved.  Five fresh frozen, unpreserved, cadaveric specimens were used for the implantation of 
femoral components during total hip arthroplasty. There were a total of 8 hips tested in the study, of which 6 full 
data sets were collected.  The specimens were thawed in advance of testing to ensure proper temperature and 
simulation of in vivo bone and soft-tissue characteristics.  The cadavers ranged in age from 59 - 97 years; ranged 
in weight from 127 - 160 lbs, and included two males and three females.  Confidentiality of the cadavers was 
maintained throughout the study.  The cadavers were screened for HIV and Hepatitis before the study and 
universal precautions were implemented during the study.  The cadavers were used for a dermatology course at 
UCSD prior to this study and consequently the cadavers had superficial damage to the dermis and epidermis from 
the course.  The cadavers had no damage or pathologies present at the hip joint area of interest. 
 



 

Figure 2: Instrumented hammer (right) with designed tip compared to surgeon’s hammer (left). 

The implants used were tapered cementless femoral stem components of standard sizes (obtained from Zimmer 
Inc, Warsaw, IN).  The implants are made of a titanium alloy with a porous titanium mesh around the 
circumference of the proximal half of the stem.  A reusable bolted 6061 aluminum fixture was used to mount the 
accelerometers onto the proximal end of the implant as shown in Figure 1.  The coordinate system used 
throughout the study is also shown in Figure 1.  The accelerometer fixture was tightened with a bolt and locking 
washer providing a rigid connection to the implant. 
 

 
 

Figure 1: Accelerometer fixture attached to the implant. 
 
The implant was instrumented using a reusable fixture with 3 accelerometers mounted in the x, y, and z 
directions.  In the x and y directions PCB model 353B13 accelerometers were used.  These two accelerometers 
had nominal sensitivities of about 5 mV/g, a measurement range of 2,000 g’s, and a frequency range of 20 KHz.  
In the z direction a shock accelerometer model PCB 352B01 was used.  It had a nominal sensitivity of 1mV/g, a 
measurement range of 10,000 g’s, and a frequency range of 20 kHz.   
 
A Bruel and Kjaer type 4188 microphone, with an approximate sensitivity of 30 mV/Pa and frequency range of 8 
Hz - 12.5 kHz, connected to a Bruel and Kjaer preamplifier type 2671 was suspended vertically above the 
replicate femur to record acoustic signals.  The microphone was used because the surgeon indicated that there is 
qualitative evidence that when the implant is becoming seated, there is a perceivable change in pitch. 
 
A hammer instrumented with an integrated force transducer, PCB model number 086C05 with sensitivity of          
1 mV/lbf, frequency range of 5,000 Hz and amplitude range of 5,000 lbf, was used in place of the surgeon’s 
hammer to record the force input.  This hammer can be seen in Figure 2.  A hard tip was designed and 
manufactured for the instrumented hammer to more closely mimic the surgeon’s hammer.  This tip would excite 
higher frequencies than the hammer used in previous studies [12].  This tip can also be seen in Figure 2.  A 
punch that is used in the operating room in conjunction with the hammer to impact the implant was also used in 
this study.  The bottom end of the punch fits into a slot in the top of the implant, and is struck on its top end by the 
hammer.  This arrangement is shown in Figure 3.  Acceleration time history, acoustic time history, and input force 
were recorded during each hit.   
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Figure 3: Punch used to impact the prosthesis. 
 

All data was acquired using an eight channel Dactron Spectrabook Dynamic Signal Analyzer and a laptop 
computer running the RT Pro data acquisition software [11].  Data was acquired using 8192 data points at a 
sampling frequency of 40,960 Hz.  These data acquisition settings yielded approximately 0.2 seconds of data.  
The signal from the instrumented hammer was used as a trigger for the measurements.  There were 56 pre-
trigger data points recorded.  In addition to the acceleration time history and force input, the frequency response 
functions (FRF’s) and coherence were determined.  FRF’s were calculated with the hammer as the input and with 
each of the three accelerometers as the outputs.  Acoustic time history data were also measured. 
 
Figure 4 shows the set-up of the lab including the operating area in the foreground and the data acquisition set-up 
in the back.  The specimens were prepared by an orthopedic surgeon who is fellowship-trained and specializes in 
adult hip and knee arthroplasty.  Each specimen was placed in the lateral decubitus position and a standard 
anterolateral approach to the hip was utilized to expose and dislocate the hip, as it occurs during total hip 
arthroplasty.  Dislocation was performed after an anterior capsulotomy and was achieved with hip flexion, 
adduction and external rotation.  The operative leg was then positioned over the contralateral extremity to 
adequately expose the proximal femur.  Radiographic evaluation was unavailable prior to the procedure.  
Therefore, the femoral neck osteotomy and femoral preparation were performed without the benefit of 
preoperatively assessing the femoral size, canal shape, anatomy identification, and overall bone quality.  The 
femoral neck osteotomy was made approximately one finger-width above the lesser trochanter, which was 
visualized directly.  The removed femoral neck was sent to a laboratory for further analysis of bone quality 
including bone mineral density (BMD).  A box osteotome was used to enter the proximal femur and ensure 
adequate removal of the lateral femoral neck.  The T-handled Charnley awl was then used by hand to establish 
intramedullary access and alignment.  Reamers were not used during any portion of the femoral preparation.  
Broaching of the femur was then performed utilizing broaches of increasing sizes until appropriate axial and 
rotational stability was obtained as determined by the performing surgeon.  The broaches were always inserted in 
an orientation that approximated the femoral neck anteversion.  Once the final broach was determined, the 
identical sized femoral implant was selected. 
 



 

 

Figure 4: Laboratory set-up (image was altered to protect anonymity of cadaver donor) 

 
The surgeon placed the implant, with accelerometers attached, into the proximal femur and pressed it in as far as 
possible by hand.  A depth measurement was then taken using calipers from the most superior aspect of the 
femoral trunnion to the most medial aspect of the medial femoral calcar at the location of the osteotomy as shown 
in Figure 5.  The implant was then impacted once with the hammer and punch, during which acceleration 
response and the acoustic signal were recorded.  The distance was measured and recorded immediately after 
each impaction and the progression and degree of component seating into the proximal femur was documented.  
The surgeon, based on his experience and by failure of the implant to advance visibly into the femur with 
consecutive impacts, stated when the implant was seated.  This point was noted and then the femoral component 
was impacted further with the intention of creating a periprosthetic fracture. In certain cases, progressive seating 
of the implant occurred well below the level of the medial neck osteotomy and failed to produce a fracture.  The 
lack of fracture likely indicated an implant undersized relative to the femoral anatomy.  In the remaining cases, 
progressive seating occurred followed by periprosthetic fracture of femur as shown in Figure 6.  This fracture point 
was also noted.  After the data were collected they were exported to MATLAB and analyzed.  During several tests 
additional bone had to be chipped away to allow space for the accelerometers on specimens in which the 
prosthesis seated more deeply than expected.  However, in these cases effort was taken to insure that bone 
strength was not excessively compromised. 
 
 

 

Figure 5: Caliper measurement of depth of femoral implant 
 
 



 

 

Figure 6: Typical periprosthetic fracture of the femur (arrow points to fracture line) 
 
 
4. Data 
Table 1 shows sex, age, height, bone mass density (BMD) and test outcome for each tested hip joint.  The 
specimens are listed as 1R-5L, corresponding to specimen 1’s right hip through specimen 5’s left hip.  Four sets 
of data of the ten cases were not complete. Specimen #2’s right hip had an existing hip replacement and 
therefore the specimen was not eligible for testing.  Specimen #5’s right hip was fractured during the reaming 
process and thus could not be used for testing.  The z-direction accelerometer became detached from the 
prosthetic during impaction after seating occurred in specimen #4’s left hip and again before seating in specimen 
#5’s left hip due to failure of the epoxy used for mounting the accelerometer.  Of the six remaining specimens the 
surgeon was able to impact the prosthesis up to the point of femoral fracture in four of them.  In three of the 
specimens the surgeon determined the prosthesis to be seated prior to fracture.   
 

Table 1: Cadaveric Specimen Characteristics 
Specimen Sex Age Height (m) Weight (kg) BMD Outcome 
1R  Female 87 Unknown Unknown TBD Fractured 
1L  Female 87 Unknown Unknown TBD Fractured 
2 R  Female 84 1.65 57.61 TBD Fractured 
2 L  Female 84 1.65 57.61 TBD Incomplete 
3 R  Male 97 1.68 72.57 TBD Unable to Fracture 
3 L  Male 97 1.68 72.57 TBD Unable to Fracture 
4 R  Male 75 1.57 63.5 TBD Incomplete 
4 L  Male 75 1.57 63.5 TBD Fractured 
5 R  Female 59 1.73 68.04 TBD Incomplete 
5 L  Female 59 1.73 68.04 TBD Incomplete 

 
During data collection Channels 1 (impact hammer), 2 (accelerometer y-direction), 3 (accelerometer z-direction) 
and 4 (accelerometer x-direction) all overloaded during some of the tests and the impact hammer occasionally 
showed unrealistic negative force readings during some of the data collection.  Channel 1 overloaded on 3% of 
the hits, Channel 2 overloaded on 14% of the hits, Channel 3 overloaded on 11% of the hits, Channel 4 
overloaded on 3% of the hits while the microphone in Channel 5 experienced lower level responses and did not 
overload.  The impact hammer showed a large negative force on 6% of the hits.  The large negative forces lead 
us to believe that the force transducer might be faulty.   We therefore deemed the data questionable and the input 
data was not used exclusively during signal processing.  Overloading of the channels is a result of the large force 
required to seat the prosthetic and the sensitivity of the accelerometers.  Due to the unexpectedly large 
magnitude of force used by the surgeon during impaction, overload prediction proved challenging. 
 
The force hammer time history is shown in Figure 7.  The maximum force reading typically ranged from about 
1500 to 6000 lbf in force.  There is a second hit that is discernable at 0.01 seconds that lines up with the second 
response in the acceleration time histories.    The steel hammer tip, which is harder than the soft tip used in the 
previous research [12], may be the cause for the sharp response and high frequency excited.  The peak is often 
not clean and has multiple smaller peaks following the first impact at approximately 0.002 seconds.  
 



 

 
Figure 7: Typical force time history for one impaction hit 

 
A typical z direction acceleration time history is shown in Figure 8.  It shows an initial acceleration in the negative 
z direction because of the hammer impact.  The response magnitudes generally were around 3,000 g’s and 
decayed in about 0.004 seconds.   There is a characteristic second response at approximately 0.01 seconds that 
is smaller than the initial response and is due to the second hammer impact.  It appears there is more high 
frequency content and more damping in this direction than in the x and y directions.  The z direction acceleration 
was used in multiple metrics, including the sum of the acceleration divided by the sum of the force of each hit, and 
the time to 99% total norm during each hit using the first 300 points.   
 

 
Figure 8: Typical z-direction acceleration time history for one impaction hit 

 
Figure 9 shows typical x and y direction acceleration time histories.  As expected they show much lower 
magnitude acceleration than the z direction time history as they are orthogonal to the impact.  Once again the 
response due to the second impact is seen at approximately 0.01 seconds and is smaller then the initial 
response.  While higher frequencies dominate at the beginning of the signal, lower frequencies become 
predominant after about 0.004 seconds. 
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Figure 9: Typical x and y direction acceleration time histories 

  
The acoustic time history shown in Figure 10 is typical of the recorded responses.  This sound pressure was 
acquired with the microphone hanging vertically down over the operating table at about the level of the surgeon’s 
head.  As can be seen, it took a much longer time for the acoustic response levels to decay and full decay only 
occurred after 0.2 seconds of data was collected.   The frequency content was varied and of low magnitudes.  No 
features that corresponded to the seating of the prosthesis were found from the corresponding spectra or the 
acoustic time history. 
 

 
Figure 10: Typical acoustic time history response 

 
5. Signal Processing Techniques 
Many different signal processing techniques were investigated in an attempt to extract a feature from the data that 
corresponded to the seating of the prosthesis.  FRF’s were computed from our input and output data.  These 
FRF’s appeared degraded and didn’t provide characteristics or features that could be extracted to use to describe 
the system.  These degraded functions may be due to lack of averaging and to damping from the punch.  Error! 
Reference source not found. contains a short description of the methods that were applied to the data collected 
from both the cadaveric specimens as well as the previously collected data from the replicate femurs.  In Table 2 
the methods applied to both sets of data are also categorized by the physical property that each method attempts 
to understand.  A more detailed explanation of all the methods that were used to calculate metrics can be found in 
the listed references.   
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Table 2:  Summary of signal processing techniques that were applied to collected data.  Correlation 

factor of 2 = strong correlation to prosthesis seating, 1 = weak correlation to prosthesis seating, 
0 = no correlation to prosthesis seating 

 

Characteristic 
Replicate 

Correlation 
Factor 

Cadaver 
Correlation 

Factor 
Frequency 0 0 

Dominant frequency via continuous wavelet transform [15][16][17] 1 0 
Energy in high vs. low frequency bands 2 0 
Mean frequency of highest RMS Intrinsic Mode Function [18][19] 0 0 
Mean square value of signal in frequency band 0 0 
Mean of cross power spectral density between subsequent hits 0 0 
Variance of cross power spectral density between subsequent hits 0 0 
Static stiffness via the FRFs from accelerations 0 0 

Time History 0 0 
Norm of acceleration / Norm of force 2 0 
Mobility [14] 2 0 
Max transverse accel./max z-direction accel. 0 0 
Inverse of complexity [14] 0 0 

Signal Stationarity 1 0 
Signal stationarity via Hilbert Huang Transform [18] 0 0 

Interrelation 0 0 
Area under coherence function between subsequent hits 0 0 
Transmissibility between transverse accelerometers [20] 0 0 
Maximum cross correlation 0 0 

Neural Network 0 0 
Artificial neural network trained with wavelet decomposed signal [21] 1 0 

Energy Dissipation 0 0 
Time to 99% of total norm 0 2 
Decay of highest RMS Intrinsic Mode Function via Hilbert Transform [18][19] 0 0 
Changes in system parameters via FRFs 0 0 
Damping estimate via continuous wavelet transform [15][16][17] 2 0 
Coulomb and viscous damping of filtered signal [13] 0 0 

 
A Matlab Graphical User Interface (GUI) was developed in order to aid in the analysis of the collected data and is 
shown in Figure 11.  It applies the signal processing techniques shown in Table 2 to the selected test data and 
displays the calculated metrics as well as the time histories.  It has a graphs tab, which is shown in the GUI, as 
well as a settings tab, which is not shown.  The settings tab has various parameters for the different metrics which 
can be set and varied during data analysis.  On the graphs tab, the time histories of the acceleration in each of 
the three orthogonal directions can be selected via a drop down menu and viewed independently.  The time 
history of the acoustic response can also be viewed independently.  The time histories of all the hits are 
concatenated together to provide an overall view of one specimen; the response channel histories are located in 
the second window from the top of the GUI.  The force input for all the hits are also concatenated together and 
shown in the top window.  In the bottom window, time-frequency analysis is performed and plotted for all hits 
concatenated together.  In this GUI screenshot, the continuous wavelet transform (CWT) is selected and is shown 
in the bottom window.  The CWT shows time versus frequency for all hits concatenated together with intensity 
shown in the color.  The calculated metrics can be selected via checkboxes at the left of the GUI.  Each metric 
was normalized to coincide with a scale from 0 to 100 percent; these can be seen in the third window from the top 
of the GUI.  The perfect metric curve would follow the normalized depth to seating curve closely, in essence 
falling from 100 percent down to 0 percent with successive hits.  The metric and depth curves plotted on the same 
graph can be seen in the results section for the time to 99% norm metric.   
 



 

 

Figure 11: Matlab Graphical User Interface 
 
The most promising metric that was investigated in this study was the time to 99% of total norm.  This metric 
involved finding the time it took for a signal to obtain 99% of its total norm within a given time interval.  The first 
step in this process was to select a time interval after the first hit that did not contain a large second impact.  The 
total norm of the signal was then computed via the equation: 
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The time, ( )t j , corresponding to Ej = 0.99 is then found for each hit and tracked across each specimen.  One 
advantage of this process is that the input is not required.  Equation 2 was used on 1) the acceleration data with 
any linear trends associated with each hit removed, 2) the acceleration low pass filtered using a equiripple finite 



 

impulse response filter with a cutoff frequency of 10 kHz to remove high frequency noise, and 3) the Intrinsic 
Mode Function (IMF) with the highest root mean squared value (RMS) over the selected time interval.  The IMF 
was found using Empirical Modal Decomposition as described by Huang et. al. [18].  However, the feature 
produced by processes 2 and 3 were not significantly more correlated with the seating of the prosthesis and thus 
the feature from the detrended acceleration data will be discussed from this point forward. While this metric was 
computed for each channel, the results from the z-direction acceleration were found to correspond most closely to 
the seating of the prosthesis for most trials.  This metric can be associated with an increase in damping that 
occurs as the prosthesis becomes more seated in the bone.  It should be noted that none of the data analysis 
techniques worked on the acoustic response data or the x and y direction acceleration data. 
 
6. Results 
Of the metrics that were tried on the data from the replicate composite femur study [12], there were some 
successful metrics that determined seating.  The most promising metrics on the replicate data included the energy 
in high vs. low frequency bands, the norm of acceleration divided by the norm of the force, the damping estimate 
via continuous wavelet transform, and the mobility.  During signal processing of the replicate femurs it was 
discovered that the z-direction response data exhibited a secondary response in between the first and second hit 
of the impact hammer.  We believe that this is due to the replicate femur compressing the foam and striking the 
table.  In the cadaveric data, only the time to 99% of total norm from hit to hit correlated with the seating of the 
prosthesis.  It should be noted that this metric did not work for the replicate composite femurs, as none of the 
metrics that worked for the replicates worked for the cadaveric data.  This may be due to one or more of the 
differences between these two studies.  The same general protocol including the same surgical instruments and 
the same sensitivity accelerometers were used in both studies.  The differences between the replicate composite 
femurs study and the cadaveric specimen study included: more variability in test specimens for the cadaveric 
study, different boundary conditions, and a different force hammer with a different tip.  Furthermore, the force 
transducer of the hammer used in the cadaveric study was faulty and generated unreliable data.   
 
The time to 99% total norm metric using the z-direction acceleration data was the most promising technique to 
pursue for the data analysis on the cadaveric data.  This method was able to control for the variability of each 
specimen and the variability of each input force by focusing solely on relative changes in the z-direction 
acceleration signal.  This metric was not successful when used on the replicate femur data.  This feature was 
selected because it demonstrates a decreasing trend that corresponds to the seating of the prosthesis into the 
specimen for most cadaver femurs.  Figure 12 shows a plot of percent norm, percent distance to final position and 
seated interval for specimens 1L, 1R, 2L, 3R, 3L and 4L.  Due to epoxy failure of the z-direction accelerometer, 
the results for specimens 5L and 4R were not analyzed.  Percent distance to final position represents the distance 
of the prosthesis to the final seating distance measured from the top to the prosthesis to the opening of the 
femoral canal.  Areas where the distance to final position curve flattens out represent small movements with each 
hit.  Due to the subjective nature of when the surgeon considers the prosthesis to be seated, we defined a range 
of hits to be the seated interval where the prosthesis is considered seated.  The seated interval was determined to 
be one hit before the surgeon identified the specimen to be seated and one hit after the surgeon identified the 
prosthesis to be seated.  In specimens where the femur fractured before seating was determined, the seated 
interval was determined to be the hit before fracture and the two hits prior to that; this was the case for specimens 
1R and 4L. 
 



 

  

  

 
 

Figure 12: Percent norm, percent distance to final position and seated interval for specimen 1L, 
1R, 2L, 3R, 3L, and 4L 

 
As the prosthesis becomes seated the displacement per hit of the prosthesis decreases.  This decrease in 
displacement is shown by the leveling out of the dashed line in Figure 12.  In the majority of the specimens, the 
leveling out of the percent distance to final position curve flattens out in the seated interval.  Even after this 
seating interval, many prostheses moved with further impacts.  Percent norm also shows a flattening out of the 
curve in the seated interval in some of the results shown in Figure 12.  Specimens 1L, 2L, and 4L’s 99 percent of 
total norm curve most closely followed the seating of the prosthesis.  The other specimens’ norm curves were not 
as accurate in following the seating of the prosthesis.  Specimen 3R’s percent norm curve has a large spike at the 
point of seating.  During seating of 3R at hit 15 the surgeon noticed that the accelerometer fixture was hitting 



 

against the top of the bone.  The surgeon chipped away some of the bone at the top of the femur to allow free 
motion of the accelerometer fixture into the femoral canal.  This spike may be attributed to the accelerometer 
fixture’s contact with the femur.   
 
A real time metric was developed to predict seating of the prosthesis during impaction.  This metric indicated 
seating by an increase in time to 99% of total norm after two point moving average filter was applied.  The results 
from this moving average filter indication can be seen in Table 3.  Seating was predicted prior to fracture in all 
cases, however in some of the cases seating was predicted well before the seating interval was reached. 
 

Table 3: Real time metric of total norm after two point 
         moving average filter prediction vs. actual seating 

Specimen Seating Interval Predicted Hit Seated
1R Hits 6-8 Hit 8 
1L Hits 9-11 Hit 6 
2L Hits 8-10 Hit 12 
3L Hits 6-8 Hit 10 
3R Hits 14-16 Hit 9 
4L Hits 6-8 Hit 8 

 
7. Conclusions 
This paper has explored many potential methods of feature extraction on acceleration and acoustic signals 
gathered during hip arthroplasty surgery performed on cadaveric specimens and on data gathered from previous 
research efforts on replicate femurs [12].  The successful signal processing techniques performed on the replicate 
femurs and the cadaveric specimens proved to be completely different therefore suggesting that the variation 
encountered with cadaveric specimens cannot be reproduced in a lab and must be approached very differently.  
The percent norm signal processing technique proved to be a successful method for determining proper seating 
of a femoral prosthesis into the femoral canal during hip arthroplasty in the cadaveric study.  This signal 
processing technique could be used real-time in the operating room and the surgeon’s hammer would not have to 
be instrumented with a transducer.   
 
There are several possibilities for future work.  More cadaveric testing should be performed.  The cadaver sample 
size of the study was small, so to increase confidence and statistical significance, additional cadaveric testing 
should increase the number of specimens.  Further cadaveric testing should also be done to investigate all the 
features and metrics described earlier and to test the robustness of the time to 99% of total norm metric.  In future 
work, a real time dynamic seating indicator should be implemented during testing.  The surgeon during this study 
was made to pause after being limited to a single hit, to allow time for a depth measurement to be taken, before 
being allowed to hit again.  In future studies, the surgeon should be allowed to do his/her normal impaction 
process.  Instead of taking depth measurements by hand with a caliper after each hit, this could be automated 
and made more precise, with a high resolution image taken after each hit.  These images could later be analyzed 
for insertion depth information.  Also, the removable sensing hardware, aka the aluminum accelerometer fixture, 
should be refined.  The force hammer tip should be investigated further as well; using both a softer tip, as in the 
replicate study, and a harder tip, as used in this study for comparison to the cadaveric data already taken.  
Further, an instrumented punch and regular surgical hammer could replace the current punch and instrumented 
hammer.  This instrumented punch will still provide input force data while allowing the surgeon to use the regular 
surgical hammer.  This may also give a better measurement of the actual force input to the prosthesis, since the 
measurement point would be closer to the prosthesis.   
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